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Overview

1 Overview

For high-availability network management, the Industrial HiVision network
management system enables you to install the software at 2 different
locations. This provides a redundant design for:

the network management station itself
the connections between the 2 network management stations
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Overview

= | R

(1) Graphical User Interface
10.115.210.245

X

(3) Database
(4) NAS/SAN

(5) D:\NMS\....
10.225.1.246 10.115.210.246 10.115.210.247 10.225.1.247
(6) virtual IP
, 10.115.210.248 :
(2) Service (2) Service

(7) Network Management Sytem (NMS) Component
(8) Cluster

Figure 1: Application for redundant Industrial HiVision installation
(4) - NAS (Network-Attached Storage), SAN (Storage Area Network)
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Failover Cluster

2 Failover Cluster

User Manual Industrial HiVision
Release 08.2.00 07/21



Failover Cluster 2.1 System Requirements

2.1 System Requirements

The system requirements for a redundant network management setup using
Industrial HiVision are as follows:
2Windows Servers 2019 with a shared NAS (Network-Attached Storage)
or SAN (Storage Area Network)
The prerequisites are as follows:
You have connected and configured NAS or SAN on both servers for
example, over iISCSI (Internet Small Computer Systems Interface).

v (& Storage
W Windows Server Backup
7 Disk Management
_: Services and Applications

= Disk 0 - |

Basic System Reserved )
50-0_0 GBE 549 MB NTFS 59.46 GB NTFS
Online Healthy (System, Active, Primary Partition) || Healthy (Boot, Page File, Crash Dump, Primary Partition)

*© Disk 1 |

Basic
10.00 GB 10.00 GB

Reserved o

= CD-ROM 0 \
CD-ROM (B:)

MNe Media

M Unallocated W Primary partition

Figure 2: Using a shared NAS
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Failover Cluster 2.2 Failover Clustering Installation

2.2 Failover Clustering
Installation

To install the Failover Clustering feature, perform the following steps for each

server:

[1 Openthe Server Manager application and click the Add roles and
features option.

Server Manager

Server Manager * Dashboard

I8 Dashboard WELCOME TO SERVER MANAGER

B Local Server
BE All Servers

WE File and Storage Services b

o Configure this local server

QUICK START r N
| 2 Add roles and features |
L ]
3 Add other servers to manage
WHAT'S NEW PR i}
4 Create a server group
5 Connect this server to cloud services
LEARN MORE
ROLES AND SERVER GROUPS
Roles:1 | Servergroups: 1 | Servers total: 4
= File and Storage - =
g 2 Local Server 1 i All Servers 4
B cervices i L
@ Manageability @ Manageability Manageability
Events Events Events

The Add Roles and Features Wizard opens.
[1 Inthe Before You Begin dialog, click the Next button.

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

= Add Roles and Features Wizard — [} =
Baf — b . DESTINATION SERVER
= O e )4 OU eg | r] Mo servers are selected.
Before You Begin This wizard helps you install roles, role services, or features. You determine which roles, role services, or
- features to install based on the computing needs of your organization, such as sharing documents, or
Installation Type hosting a website.

To remowe roles, role services, or features:
Start the Remove Roles and Features Wizard

Before you continue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Metwork settings, such as static IP addresses, are configured
* The most current security updates from Windows Update are installed

If you rmust verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Mext.

[] Skip this page by default

nsta Cancel

[1 Inthe Installation Type dialog, selectthe Role-based or
feature-based installation radio button. Then click the Next
button.

= Add Roles and Features Wizard — O =
- . DESTINATION SERVER
Select installation type e e

Before You Begin Select. the installation .type.. You can inst.all roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

I ® Role-based or feature-based installation I
Configure a single server by adding roles, role services, and features.

) Remote Desktop Services installation

Install required role services for Virtual Desktop Infrastructure (VD) to create a virtual machine-based
or session-based desktop deployment.

< Previous

nsta Cancel

User Manual Industrial HiVision
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Failover Cluster

2.2 Failover Clustering Installation

[J Inthe Server Selection dialog, perform the following steps:

» Selectthe Select a server from the server pool radio

button.

P Inthe Server Pool frame, select the desired destination server.

» Click the Next button.

e Add Roles and Features Wizard

Select destination server

Before You Begin

— [} =

DESTINATIOMN SERWVER
HIVISIONT

Select a server or a virtual hard disk on which to install roles and features.

I""‘I Select a server from the server pool I

) Select a virtual hard disk

Server Pool

Filter:

Mame

HIVISION1
HIVISIOMNZ

IP Address

Cperating System

Microsoft Windows Server 2019 Datacenter
Microsoft Windows Server 2019 Datacenter

2 Computer(s) found
This page shows servers that are running Windows Server 2012 or a newer release of Windows Server,
and that have been added by using the Add Servers command in Server Manager. Offline servers and
newly-added servers from which data collection is still incomplete are not shown.

| < Previous |I|

Cancel

|I Install

[J Inthe Server Roles dialog, markthe File server andthe Storage
Services checkboxes, then click the Next button.

Fﬁ Add Roles and Features Wizard

Select server roles

Before You Begin

Installation Type

Select one or more roles to install on the selected server.

Roles

|| DHCP Server
[] DMS Server
[] Fax Server
4 [W] File and Storage Services (2 of 12 installed)

P

File and i1SCSI| Services (1 of 11 installed,
«'| File Server (Installed)

[] BranchCache for Network Files

[] Data Deduplication

[] DFS Namespaces

[] DFS Replication

[] File Server Resource Manager

[] File Server VS5 Agent Service

[] isCSI Target Server

[] iSCSI Target Storage Provider (VDS and WS¢

[] Server for NFS
[ Work Folders
+| Storage Services (Installed)

[ Host Guardian Service
[ Hyper-V

— O x

DESTINATIOMN SERWER
HIVISIOMN1

Description

File and iSCSI Services provides
technologies that help you manage
file servers and storage, reduce disk
space utilization, replicate and cache
files to branch offices, move or fail
over a file share to another cluster
node, and share files by using the
NFS protocol.

< Previous |I| Next > |I

Install Cancel
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Failover Cluster

2.2 Failover Clustering Installation

[] Inthe Features dialog, mark the Failover Clustering checkbox.

Fﬁ Add Roles and Features Wizard

Select features

Before You Begin
Installation Typs
Server Selection

Server Roles

Select one or more features to install on the selected server.
Features Description

b [ .MET Framework 3.5 Features

O x

DESTINATION SERVER

HIVISION 1

Failover Clustering allows multiple

I [m] MET Framework 4.7 Features (2 of 7 installed) servers to work together to provide
I [] Background Intelligent Transfer Service (BITS) h'gh availabil 't_‘r‘_ of =T rales.
[1 BitLocker Drive Encryption Failover Clustering is often used for
[] BitLocker Metwork Unlock File Services, virtual machines,
[] BranchiCache database applications, and mail
[] Client for NFS applications.

[] Containers
[] Data Center Bridging
[] Direct Play

Group Policy Management

[] Host Guardian Hyper-V Support

[ /O Quality of Service

[] 115 Hostable Web Core

[ Internet Printing Client

[ 1P Address Management (IPAM) Server
[T1 iSNS Server service

< Previous Mext > Inst;

[1 Inthe Add Roles and Features Wizard popup window, click the Add
Features button.

Select features

— O X

DESTINATIOM SERVER

HIVISIONT

[ Add Roles and Features Wizard

Select one or more featu
Features

[ .NET Framework

I (M NET Framework

[ Background Intel
BitLocker Drive E
BitLocker Metwaor]

have to be installed on the same server.

| 4 Remote Server Administration Tools
4 Feature Administration Tools
4 Failover Clustering Tools

B £ nchCache [Tools] Failover Cluster Management Tools

Client for NFS [Tools] Failowver Cluster Module for Windows PowerShe
Containers

Data Center Bridg

Direct Play

Enhanced Stora

Group Policy Mar
Host Guardian H

/O Quality of Se
IS Hostable Web! Include management tocls (if applicable)

Add features that are required for Failover Clustering?

The following tocls are required to manage this feature, but do not

>

Internet Printing
IP Address Mana

ISNS Server servi

[] In the Features dialog, click the Next button.

12

Install
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Failover Cluster 2.2 Failover Clustering Installation

= Add Roles and Features Wizard — O =
DESTINATION SERVER
Select features HIVISION1

Before You Begin Select one or more features to install on the selected server.

Installation Type Features Description
Server Selection b [ .NET Framework 3.5 Features » Failover Clustering allows multiple
Server Roles | (W] .NET Framework 4.7 Features (2 of 7 installed) servers to work together to provide
_ _ I [] Background Intelligent Transfer Service (BITS) h'S" avallablllt_',r_ of Senver roles.

Features [] BitLocker Drive Encryption Failover Clustering is often used for
Confirmation [ BitLocker Network Unlock File Services, virtual machines,

] BranchCache database applications, and mail

] Client for NFS applications.

[] Containers

[] Data Center Bridging

[] Direct Play

[ | Enhanced Storaie

Group Policy Management

[1 Host Guardian Hyper-V Support

] VO Quality of Service

[] 15 Hostable Web Core

[1 Internet Printing Client

[ 1P Address Management (IPAM) Server
[T iSNS Server service

| Next > |I Install

| < Previous. |

[] Inthe Confirmation dialog, click the Install button.

= Add Roles and Features Wizard — | =

DESTIMATION SERVER

lation selections o

Confirm insta

Before You Begin To install the following roles, role services, or features on selected server, click Install.

Installation Typ [] Restart the destination server automatically if required

Opticnal features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear
their check boxes.

Failover Clustering
Remote Server Administration Tools
Feature Administraticn Tools
Failover Clustering Tools
Failowver Cluster Management Tocls

Failowver Cluster Maodule for Windows PowerShell

Export configuration settings
Specify an alternate source path

< Previous Next > || Install " | Cancel |

[1 In the Results dialog, after the feature installation process is complete,
click the Close button.

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

fE= Add Reles and Features Wizard — O =
. N _ DESTINATION SERVER
Installation progress HvisioN 1

View installation progress

1, Feature installation

A restart is pending on HIVISIONT. You must restart the destination server to finish the
installation

Failover Clustering

Remote Server Administration Tools

Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools

Failover Cluster Module for Windows PowerShell

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

1 To finish the installation, restart the destination server.

2.2.1 Creation of the cluster

[] Openthe Failover Cluster Manager tool.
[1 Inthe Actions frame, select the Create Cluster option.

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

Fle Adion Veew el
e Em
L L Failover Cluster Manager Actions

;{% c changes e your takes Furboves Chuster Mamager

(=) Overvow H Comect o Clunter

2 tubover chasme m 83010 iniani o eries et Te DLened seeiery [20leT S00e| B COPRESIET I, Rty cobies 100 B bSRuME ¥ Ing 0F T RS B BACEer nad BeTed I penate seeices Tha ecett 8

Invown 4 e

i Relresh
&) Clusters T Peopertie
ey H v
Name Fote Shana tese T Evert s
Y domt found
() Managament

Te bagie 5 an badovar choatanng St calitats o barkunss conlguntion, wnd e ceate 8 chottee M Bhada Eiap ata crvrleln 1 o Fibage e chatar Maraging 3 choeter can ks eopyng 1ekan 5 4 €2 & chostey g o Savmr J10 o appoed it
Serer

B Cmita e

-
B sk
B

More Informiation

The Create Cluster Wizard opens.
[1 Inthe Before You Begin dialog, click the Next button.

Ed Create Cluster Wizard X

%i Before You Begin
i &

Before You Begin
Select Servers
Walidation Waming

Access Point for
Administering the
Cluster

Confirmation
Creating Mew Cluster

Summary

This wizand creates a cluster, which is a set of servers that work together to increase the availability of
clustered roles. f one of the servers fails, another server begins hosting the clustered roles (a process
known as failover).

Before you run this wizard, we strongly recommend that you run the Validate a Configuration Wizard to
ensure that your hardware and hardware settings are compatible with failover clustering.

Microgoft supports a cluster solution only if the complete configuration (servers, network, and storage) can
pass all tests in the Validate a Configuration Wizard. In addition, all hardware components in the cluster
solution must be "Certified for Windows Server 2013,

You must be a local administrator on each of the servers that you want to include in the cluster.

To continue, click Next.

More about Microsoft support of cluster solutions that have passed validation tests

[] Do not show this page again

Mext = Cancel

[] Inthe Select Servers dialog, perform the following steps:
» Inthe Enter server name field, specify the name of the servers or

their IP

addresses one at a time.

» Click the Add button for each server.
» Click the Next button.

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

Note: Verify that the selected servers are not part of other clusters.

313'31 Create Cluster Wizard b4

d{é;i Select Servers

Before You Begin Add the names of all the servers that you want to have in the cluster. You must add at least ane server.

Select Servers

Access Point for
Administering the
Cluster Erter server name: || |

Confirmation Selected servers: HIVISIONT | |
HIVISIONZ

Creating New Cluster

Browse...

Summary

< Previous MNext = Cancel

[1 Inthe Access Point for Administering the Cluster dialog,
perform the following steps:
In the Cluster Name field, specify the name of the cluster.
In the Address field, specify the IP address of the cluster.
Click the Next button.

Note: Verify that the IP address of the cluster is in the same range as the
servers.

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

5531 Create Cluster Wizard

?%i Access Point for Administering the Cluster
i #

Before You Begin Type the name you want to use when administering the cluster.
Select Servers
Cluster Name: ||CIusbz:rIH‘uf
Access Point for
éﬂggﬁmng = . The NetBIOS name is limited to 15 characters. One ar more IPv4 addresses could not be configured
: 'ﬁ' automatically. For each network to be used, make sure the network is selected, and then type an
Confimation address,
Creating Mew Clust
EEHnE e s MNetworks Address
Summary -
L]
< Previous Mext = Cancel
[1 Inthe Confirmation dialog, click the Next button.
figi Create Cluster Wizard
ﬁi Confirmation
i -
Before You Begin You are ready to create a cluster.
Select Servers The wizard will create your cluster with the following settings:
Access Point for
Administering the Cluster
Cluster ClusterlHV
—
Creating New Cluster HIVISIONZ
— HIVISIONT
Cluster registration
DMS only
Add all eligible storage to the cluster.
To continue, click Mext.
< Previous MNext = Cancel

User Manual Industrial HiVision
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Failover Cluster

2.2 Failover Clustering Installation

[1 Inthe Creating New Cluster dialog, wait until the creation process

ends.

d_ilgl Create Cluster Wizard

?é;i Creating New Cluster

Before You Begin
Select Servers

Access Point for
Administering the
Cluster

Corfimation

Creaing New Closcr [l

Summary

'331 Create Cluster Wizard

Summary

Before You Begin
Select Servers

Access Point for
Administering the
Cluster

Confirmation
Creating Mew Cluster

*
Please wait while the cluster is configured.
Beginning to configure the cluster ClusterlHY.
Cancel
[J In the Summary dialog, click the Finish button.
*
You have successfully completed the Create Cluster Wizard.

Node s
HIVISIONZ
HIVISIONT
Cluster
ClusterlHV
Quorum
Mode and Disk Majority (Cluster Disk 1)
IP Address

W
To view the report created by the wizard, click View Report. View Report...

18

To close this wizard, click Finish.
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Failover Cluster 2.2 Failover Clustering Installation

2.2.2 Validation of the Failover Cluster

To validate the Failover Cluster, perform the following steps:

[1 Openthe Failover Cluster Manager tool.

[1 Click the name of your cluster (for example hivisioncluster) and
selectthe validate Cluster optioninthe Actions frame.

L ivicrriumber has | chadened ol axd 7 rode

Hammr hrvacrehnier Metwerka: Chaber Nebmerk |
Cumrnt Hod Server: HVSONT Subwwla: 1 1Pl et P
Recent Custer Events; Hore e bt 34 bours.

Weness: Choser Disk 1

(x) Configure
Coarifigare bugh vaakakity for 8 wpech chusternd role. a3 ore o move wervers (scdes). o Gy oles inom 8 dster ranrang Windows Server 2019 o supporied prrvas versns of Windows Senvr

M Fbm sty 1 i

The Validate a Configuration Wizard opens.
[1 Inthe Before You Begin dialog, click the Next button.

5@ Validate a Configuration Wizard

-3‘%5? Before You Begin

This wizard runs validation tests to detemine whether this configuration of servers and attached storage is

set up comectly to suppart failover. A cluster solution is supported by Microsoft only if the complete

e corfiguration (servers, network, and storage) passes all tests in this wizard. In addition, all hardware

Corfirmation components in the cluster solution must be "Certified for Windows Server 2015,
Walidating ‘You must be a local administrator on each of the servers that you want to validate.
[ = -

=SUmmary To continue, click Mext.

More about cluster validation tests
[] Do not show this page again

Mext = Cancel

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

[1 Inthe Testing Options dialog, selectthe Run all tests radio
button. Then click the Next button.

5@ Validate a Configuration Wizard =
-3‘%5? Testing Options
==
Before You Begin Choose between running all tests or unning selected tests.
Testing Options The tests examine the Cluster Configuration, Hyper-V Configuration, Inventory, Metwark, Storage, and
Corfimmation System Configuration.
Validating Microsoft supports a cluster solution only if the complete configuration (servers, netwark, and storage) can
pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
Summary for Windows Server 2019."

Run all tests {recommended)

() Run only tests | select

More about cluster validation tests

< Previous Mext = Cancel

[] Inthe Confirmation dialog, click the Next button.

5@ Walidate a Configuration Wizard =
3;5? Confirmation
Before You Begin You are ready to start validation.
Testing Options Please confirm that the following settings are comect:
5
- Servers to Test
Validating
HIVISIONT
Summary
HIVISIONZ2
Tests Selected by the User Category
List Cluster Core Groups Cluster Configuration
List Cluster Metwor Information Cluster Configuration
List Cluster Modes Cluster Configuration
lizt Thister Pronedis Clster Carfioniratioe =

To continue, click Mexst.

< Previous MNext = Cancel

User Manual Industrial HiVision
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Failover Cluster 2.2 Failover Clustering Installation

[1 Inthe Validating dialog, wait until the validation tests end.

-ﬁ Validate a Configuration Wizard >

%ﬁﬂ Validating

Before You Begin The following validation tests are unning. Depending on the test selection, this may take a significant

amournt of time.
Testing Options

Corfimmation Progress Test Result =
100°% List Erwiranment Variables The test passed.
100% List Host Guardian Service client configuration The test passed.
Summary 100% List Memary Information The test passed.
100% List Operating System Information The test passed.
100% List Plug and Play Devices The test passed.
1007% List Running Processes The test passed.
1007% List Services Information The test passed.
h0% List Software Updates Gathering data about |
< >
]
Gathering data about nodes ..
Cancel
LI In the Summary dialog, click the Finish button.
-ﬁ Validate a Configuration Wizard =
J%ﬁﬂ Summary
Before You Begin . Testing has completed far the tests you selected. You should review the wamings in the Report. A
% cluster salution is supported by Microsoft anly if you run all cluster validation tests, and all tests
Testing Options succeed (with or without wamings).
Confirmation
o Node ~
Validating HIVISION 1 Validated
HIWVISIOMNZ Walidated
Result
List BIOS Information Success
List Cluster Core Groups Success
List Cluster Network Information Success
List Cluster Nodes Success
List Cluster Properties Success
List Cluster Resources Success o
Ta view the report created by the wizard, click View Repart. View Report...

To close this wizard, click Finish.

User Manual Industrial HiVision
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Failover Cluster 2.3 Installation of Industrial HiVision

2.3 Installation of Industrial
HiVision

To install the Industrial HiVision application, perform the following steps:
[1 Install the Industrial HiVision application on the first server. Use the NAS
storage area as installation directory.

Note: Refer to the "Industrial HiVision (Network Management System)"
user manual, "Software Overview" chapter for the installation steps.

[1 During the installation process, inthe Configure start of services
dialog, select the Start services automatically at system
start option.

[ To stop the cluster service, perform the following steps:

Open the Failover Cluster Manager tool.
Click the name of your cluster (for example hivisioncluster)and
select the More Actions option inthe Actions frame.

B Failover Clustes Marsger

i, y of Cluster hivisi :
J’ hivigoncluser has 1 clustemd mles snd 2 nodes.

. Metwedks: Chster Netwerk 1
Cumrerd Host Server: HIVISOND Subieta: 1 1Pvd and 0 1FvE
Flecerd Clustes Ewerda: Nene in he last 24 hours.

Witrseaa: Chuster Disk |

{~) Conhgure

inbiity for 3 apecific custered rele. add one or more servers (nodes). or copy roles frem a custer nrning Windows Server 2019 or supporied previous versices af

i

() Mavigate

#) Fiey #] Ho ] S B pstwort
¥ Cugter Byors

() Cluster Core Resources
Hame e Wenmadions
Server Hame
# 1 Mame: hivisonchuson
Soways

4 [ Chusew Dk 1 ) O

In the drop-down list, click the Shut Down Cluster entry.

User Manual Industrial HiVision
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Failover Cluster

2.3 Installation of Industrial HiVision

B8 Fadover Cluster Mamager
e Action  View  Help
| mm Bm

4 Failover Cluster Manages
w i hivisioncluster

35. Summary of Clustar hivisionciustar
L hivisioncluster has 1 dustersd rles and 2 nodes.

3l Hodes
~ ik Sorage

Hame: hesonchuster Networks: Ouster Natwod |

.‘I"P"*‘ Curvwrd Hasl Serees HIVISION Subnels: 1 1Pvd and 016
= Pock
m[““l’ Hacent Cluster Events: None in e last 24 hours
....... e
B Netwedts Witness: Clster Disk 1
i Hen

[4] Chuster Events —
(+) Configura

Cordgure hach svadnbebity dor n specibe chuatered role, add ore o more servers (nodes) o copy roles bom & chuster runneng Windows Senes 019 of supported pracus vevsasns of

W oo
(=) Navigale
# B F] 1 [ 7
o
(=) Cluster Core Resources
Hane St [y —

Server Name

B ¥ Name hivisioncdster (%) Orine:
Storge
® 3 Custer Disk 1 %) Orine

Configues Chuster Cuseurn Seftings...
Copy Cluster Reles..

Destrny Cluster..

Meve Core Cluster Resources

Chustes-Aware Updating

[1 Install the Industrial HiVision application on the second server. Use the
same directory in the NAS storage area as for the installation on the first

server.

Note: In this case you overwrite intentionally the previous installation.

Note: Refer to the "Industrial HiVision (Network Management System)"
user manual, "Software Overview" chapter for the installation steps.

LI During the installation process, inthe Configure start of services
dialog, select the Start services automatically at system

start option.

-1'?, Failover Cluster Manager
File Action View Help
= 7@ Hm

-]’_2-: F_a\loverclusler Manager

=+ Roles &
4 Nodes Name Status Assigned To Owner Node Disk Number Partition Style Capacity Replication Role Inf|
~ ca Storage 4 Cluster Disk 1 (#) Online Disk Witness in Quorum HIVISION1 1 MER 10.0GB

d Disks

& pools

B8 Enclosures
&4 Networks
{4] Cluster Events

’ v g?? Cluster Disk 1

m

Figure 3: Summary of storage
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Failover Cluster 2.3 Installation of Industrial HiVision

2.3.1 Clustering of Hirschmann Industrial HiVision
XX.X.XX Service

To add the Hirschmann Industrial HiVision xx.x.xx Service, perform the
following steps:

[] Openthe Failover Cluster Manager tool.

[1 Click the Roles entry and select the Configure Role option in the
Actions frame.

:E;:, Failover Cluster Manager

File Action View Help

¢ 25 B
v ‘3*31 hivisioncluster - o
3l Nodes Name Status Type Owner Node Priority Information :‘.3
v g S_t_orage Virtual Machines...
é‘jg::; [ Create Empty Role
BB Enclosures View
-j_-'] Networks 0| Refresh
Cluster Events -
E Help
No #ems found.
The High Availability Wizard opens.
[1 Inthe Before You Begin dialog, click the Next button.
5_‘.- High Awvailability Wizard X

;=.|E;j~ Before You Begin

i

This wizard configures high availability for a role. After you successfully complete this wizand, if a clustered

Select Role server fails while runining the role, another clustered server automatically beains running the role (a
: process known as failover). if the role itself fails, it can be automatically restarted, either on the same
semnver or on another server in the cluster, depending on options that you specify.

If you want to cluster a complex application such as a mail server or database application, see that
application’s documentation for information about the comect way to install it.

] Do not show this page again
MNext > Cancel

[] Inthe Select Role dialog, selectthe Generic Service role and click
the Next button.
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aﬂ High Awvailability Wizard >
;ﬁ Select Role

Before You Begin Select the role that you want to configure for high availability:

Select Service

;, DFS Namespace Server | Description:
Client Azcess Foint .ﬁ"‘ DHCP Server You can c:pnﬁgure high .':n.failabili_tg,r for
Select Storage i~» Distributed Transaction Coordinataor (OTC) some services that were not criginally

ﬂ File 5 designed to run on a cluster. For more
Replicate Registry s e senver information, see Configuring Generic
Settings EaGeneric Application Applications, Scripts, and Services.
Confimmation =
Eﬂfagﬁiﬁ_.mgh er-v Replica Broker
B ) £iSCS| Target Server w
Summary

< Previous Mext = Cancel

[1 Inthe Select Service dialog, selectthe Hirschmann Industrial

HiVision xx.x.xx Service option and click the Next button.

5‘;; High Availability Wizard X

Select Service

t—
S

Before You Begin Select the service you want to use from the list:
Select Role I

Select Service Name Description -

Hirschmann Industrial HiVision Service

Client Access Point | Service for Industrial HiVision Network Manage...

G | Human Interface Device Service Activates and maintains the use of hot buttons ...
SeCEh HV Host Service Provides an interface for the Hyper-\ hypervisor...
E";EIII'_‘IC;E Registry Hyper-V Data Exchange Service Provides a mechanism to exchange data betwe...
Tt Hyper-\' Guest Service Interface Provides an interface for the Hyper-\/ host to int..

Confirmation Hyper-V Guest Shutdown Service Provides a mechanism to shut down the operati...
Configure High Hyper-\' Heartbeat Service Monitors the state of this virtual machine by rep...
Availability Hyper-\' PowerShell Direct Service Provides a mechanism to manage virtual machi...

Hvper-Y Remote Deskton Virtualization Service Provides a platform for communication between.

Summary

< Previous Next > Cancel

[] Inthe Client Access Point dialog, perform the following steps:

» In the Name field, specify the name of the access point.

» Inthe Address field, specify the IP address of the access point.

» Click the Next button.

User Manual Industrial HiVision
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Note: Verify that the IP address of the access point is a free IP address,
in the same range as the servers.

55 High Awvailability Wizard >

“=— Client Access Point
&

Before You Begin Type the name that clients will use when accessing this clustered role:

Select Role
I Name: clusGenSval I

Select Service
Client Access Point __ The MetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured

'@' automatically. For each network to be used, make sure the network is selected, and then type an
Select Storage address.

Replicate Registry
Settings MNetworks Address
Configure High
Awvailability
Summary
< Previous MNext = Cancel

[1 Inthe Select Storage dialog, click the Next button.

aﬂ High Awvailability Wizard x
= Select Storage
s ?

Before Y'ou Begin Select only the storage volumes that you want to assign to this clustered role.

You can assign additional storage to this clustered role after you complete this wizard.
Select Role

Select Service

Client Access Point

Select Storage

Replicate Registry
Settings

Caonfirmation

Configure High
Awvailability

Mo storage is available.

Summary

Mo suitable disks exist in Available Storage. To add disks, cancel this wizard and then in the
console tree, click Storage. Under Actions, click "Add Disk".

< Previous MNext > Cancel

[] Inthe Replicate Registry Settings dialog, click the Next button.
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.a_’.-] High Awvailability Wizard >
: g ty

4%— Replicate Registry Settings
i@ P egistry g

Before You Begin Programs ar services may store data in the registry. Therefore, it is important to have this data available on
the node on which they are running. Specify the registry keys under HKEY_LOCAL_MACHIME that should
Select Role be replicated to all nodes in the cluster.

Select Service
Client Access Point
Select Storage

Replicate Registry

Settings
Confirmation
Configure High
Availability
Add...
Summary
< Previous Mext = Cancel

[J Inthe Confirmation dialog, click the Next button.

5_‘,] High &vailability Wizard *

4= Confirmati
;‘-L? onfirmation

Before You Begin You are ready to configure high availability for a Generic Service.
Select Role

Select Service
Client Access Point
Select Storage

Network Mame ~

clusGenSve

ou
Replicate Registry
Settings cunavailable

Regisiry Keys

Configure High
Availability

Summary W

To continue, click MNext.

< Previous Mext = Cancel

LI In the Summary dialog, click the Finish button.
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é_’.-] High Availability Wizard
E— Summa
tg >

Before You Begin

Select Role

High availability was successfully configured for the role.

Select Service
Client Access Point
Select Storage

Replicate Registry
Settings

ou
Confirmation <unavailable>
Configure High IP Address
Auailability

Summary

Service
Hirschmann Industrial HiVision
Network Name

clusGenSve

Service (HiVisionMasterService

To view the report created by the wizard, click View Report.

View Report...

To close this wizard, click Finish.

-3_’:'; Failover Cluster Manager
File Action

&= |5 HE

View Help

aig Failover Cluster Manager
v & hivisioncluster
@ Roles
ﬁ MNodes
v |} Storage
= Disks
=l Pools
BB Enclosures
;15 MNetweorks
Cluster Events

Figure 4: Roles

Search
MName Status Type Owner Node Pricrity Irformation
(5 clusGenSve @ Runring Generic Service HIVISIONZ Medium

[1 Verify that the entries in the Cluster Service Properties dialog are as

follows:

28
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clusGen5ve Properties

General  Failover

clusGenSve

MName:

HusGenSve

Prefemed Owners

Select the preferred owners for this clustered role. Use the buttons
to list them in order from most preferred at the top to least preferred

at the bottom.

] HIvVISIONT
[ Hivisionz

Priority: Medium i

Status: Running
Node: HIVISIONZ

Cancel

Figure 5:  Cluster Service Properties - General dialog

clusGenSve Properties

General Failover

Failower

Specify the number of times the Cluster service will attempt to restart or

fail over the clustered role in the specified period.

If the clustered role fails more than the maximum in the specified period,

it will be left in the failed state.

Maximum failures in the specified h

period:

Period thours): 6
Failback:

Specify whether the clustered role will automatically fail back to the
most prefered owner (which is set on the General tab).

@ Prevent failback
) Alow failback

Cance

Ak (4

Figure 6: Cluster Service Properties - Failover dialog

[1 Verify that the Cluster Service is started on both servers.
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Appendix A.1 FAQ

A.1 FAQ

Answers to frequently asked questions can be found at the Hirschmann
HiVision Website:

www.hivision.de
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Readers’ Comments

B Readers’ Comments

What is your opinion of this manual? We are always striving to provide as
comprehensive a description of our product as possible, to help ensure
trouble-free operation. Your comments and suggestions help us to further
improve the quality of our documentation.

Your assessment of this manual:

Very good Good Satisfactory Mediocre Poor

Precise description @] @] @] @] @)
Readability O O O O O
Understandability 0] 0] 0] 0] 0]
Examples @) 0] @] @] 0]
Structure @) O @) @) @)
Completeness @) @) @) O O
Graphics @) @) @) O O
Drawings 0] 0] 0] 0] 0]
Tables 0] 0] O o O

Did you discover any errors in this manual?
If so, on what page?
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Readers’ Comments

Suggestions for improvement and additional information:

General comments:

Sender:

Company / Department:

Name / Telephone no.:

Street:

Zip code / City:

e-mail:

Date / Signature:

Dear User,
Please fill out and return this page

as a fax to the number +49 (0)7127 14-1600 or
by post to

Hirschmann Automation and Control GmbH
Department 01RD-NT

Stuttgarter Str. 45-51

72654 Neckartenzlingen
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Further support

D Further support

Technical questions

For technical questions, please contact any Hirschmann dealer in your area
or Hirschmann directly.

You find the addresses of our partners on the Internet at
http://www.hirschmann.com.

A list of local telephone numbers and email addresses for technical support
directly from Hirschmann is available at
https://hirschmann-support.belden.com.

This site also includes a free of charge knowledge base and a software
download section.

Customer Innovation Center

The Customer Innovation Center is ahead of its competitors on three counts
with its complete range of innovative services:

Consulting incorporates comprehensive technical advice, from system
evaluation through network planning to project planning.

Training offers you an introduction to the basics, product briefing and user
training with certification.

You find the training courses on technology and products currently
available at https://www.belden.com/solutions/customer-innovation-
center.

Support ranges from the first installation through the standby service to
maintenance concepts.

With the Customer Innovation Center, you decide against making any
compromises in any case. Our client-customized package leaves you free to
choose the service components you want to use.

Internet:
https://www.belden.com/solutions/customer-innovation-center

User Manual Industrial HiVision
Release 08.2.00 07/21 37


http://www.hirschmann.com
http://www.hirschmann.com
https://hirschmann-support.belden.com
https://hirschmann-support.belden.com
https://www.belden.com/solutions/customer-innovation-center
https://www.belden.com/solutions/customer-innovation-center
https://www.belden.com/solutions/customer-innovation-center

() HIRSCHMANN

A BELDEN BRAND




	Redundant Network Management System
	Contents
	1 Overview
	2 Failover Cluster
	2.1 System Requirements
	2.2 Failover Clustering Installation
	2.2.1 Creation of the cluster
	2.2.2 Validation of the Failover Cluster

	2.3 Installation of Industrial HiVision
	2.3.1 Clustering of Hirschmann Industrial HiVision xx.x.xx Service


	A Appendix
	A.1 FAQ

	B Readers’ Comments
	C Index
	D Further support


